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7. Pivot rows In the rest
of the matrix on each
layer.

2.5D Matrix multiplication
The 2.5D processor grid is \/p/c-by-+/p/c-by-c as

below.

5. Update corresponding
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* All layers always need to contribute to reduction
even if last iteration done with subset of layers.

« //3 e
1\ L : :
1‘444444// 2.5D LU latency lower bound 2.5D LU layout Algorithm analysis
d
d
// B « i The 2.5D LU algorithm with no pivoting reaches
~. dup A _— the bandwidth lower bound and the latency lower
l e « 2| a2 f\ 1 P bound within a log(p) factor. The 2.5D LU with
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Multiply: Ciix = Aiocal - Biocal

fort =1to (p/c)'/? —1do
Shift A rightwards by 1.
Shift B downwards by 1.

Multiple and accumulate: C'x+ = Ajocai*Biocal

end
Reduce C" Cij — Zi:l Czjk

If we measure the amount of data communicated
along the critical path (1 message and k* words per
block), we see that to achieve the bandwidth lower
bound the number of messages that must be sent is

at least (2(/pc).

Block (U(n/\/pc) is required to reach the
bandwidth lower bound. So we decompose A
block-cyclically on each layer. The virtualized pro-
cessor grid is shown above. Each processor owns a
sub-block of every big block on some layer.
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